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Abstract
The paper presents typical modelling methods of thermal effects in the cutting zone when machining AISI 1045 carbon steel with differently coated carbide tools. The thermophysical properties of the workpiece and tested cutting tool materials were experimentally determined. For multilayer coatings deposited on the carbide tools, the composite layer with equivalent thermophysical properties was applied. Three concepts of modelling of the thermal effects were discriminated, i.e. an analytical algorithm, and FEM and FDM numerical simulations. Selected testing methods were considered in terms of their suitability to evaluate the optimal structures of thermal protective tool coatings and their practical applications.
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1. Introduction
In metal cutting operations, temperature rise at the tool-chip interface, and heat transferred from this zone is a crucial factor determining such key process
issues as tool wear and its life, and surface integrity. While heat generation depends mainly on the process parameters and the machinability rate of the work material, the thermophysical properties of the cutting tool material used were found to be a decisive factor in the distribution of temperature fields and heat dissipation rate [1, 2]. In this aspect, the application of tools treated with advanced cutting tool coatings can lead to a substantial reduction of cutting temperatures and increase of the heat partition to the chip and consequently, to moderate tool wear [3, 4]. This is due to the fact that both thermal and tribological outputs from the tool-chip interface are sensitive to changes in the thermophysical properties of the workpiece and coating materials, including thermal conductivity, thermal diffusivity and heat transfer coefficient [5].

There are many analytical and simulation methods which enable determining on average interface temperature or temperature distribution curves along a tool-chip interface [6, 7]. This paper analyzes three different models, one analytical and two numericals, to determine heat flow and temperature distribution in the cutting zone. The range of computed and simulated data obtained with this models is shown in Fig. 1. It should be noted that the analytical model was derived using the new approach to the thermal problems in dry turning of steel with tools coated with multilayer coatings with an intermediate Al$_2$O$_3$ layer. In this case, the average of calculated temperatures were compared with the values obtained experimentally by means of the natural thermocouple technique.
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Fig. 1. Range of computed and simulated results obtained with applied models

In order to determine the heat flow and temperature distribution in the cutting zone as well as the chip formation two simulation models based on Finite
Element Method (FEM) and Finite Difference Method (FDM) methods were proposed. Unfortunately, until now, a FDM and few FEM-based simulation techniques (Lagrangian, Eulerian, ALE) are not able to model integrally all physical phenomena involved into complex machining process with engineering accepted accuracy [8]. The thermal or thermodynamical modelling is a bottleneck of FEM and FDM simulations due to uncertainties in arbitrary using such inputs as heat partition coefficient, friction coefficient and both thermal conductivity and diffusivity.

In this paper, three different models were used to model a thermal influences in the cutting zone. The update thermophysical properties of tool and workpiece materials, determined among other input data by means of the advanced Laser Flash and Differential Scanning Calorimeter methods in the Netzsch’ research centre, Germany, were implemented into the FEM and FDM models. Additionally, a composite layer, in which all individual layers are replaced by one homogeneous thick layer, was applied to define properties of multilayer coatings [9].

### 2. Modeling concept

#### 2.1. Determination of models input properties

In the previous research on the modelling of cutting zone using various coated cutting tools, the authors have selected necessary input data to determine analytical and simulation models. In general, the following data should be known:

- mechanical engineering parameters,
- stereometry of tools,
- thermophysical properties of tool and workpiece materials,
- structures of multilayer tool coatings.

#### 2.2. Mechanical engineering parameters and stereometry of tools

In this study, the cutting experiments were conducted using multilayer coated flat-faced inserts with an intermediate ceramic layer: CVD-TiC/Al$_2$O$_3$/TiN-Σ10 µm consisting of ISO-P20 cemented carbide substrate. In order to compare the experimental results the substrate was also examined as a reference tool material. The insert geometry was ISO-TNMA 160408 with a clearance angle equal to 0°. The orthogonal cutting tests were carried out on a precision lathe using a thin-walled tube as the workpiece. The cutting was performed dry. The thickness of the tube wall was equal to 2 mm and the outer diameter of the tube was about 80 mm. The work materials used in this study was C45 unalloyed steel equivalent to AISI 1045 carbon steel. During experiments, cutting parameters were selected as follows: the cutting speed
varying from 50 to 210 m/min, constant feed rate \( f = 0.16 \) mm/rev and the depth of cut \( a_p = 2 \) mm.

The measuring techniques were essentially similar to those used in previous author’s studies on cutting tool coatings [5, 10, 11]. The cutting \( F_c \) and feed \( F_f \) forces were measured using a two-component strain-gauge dynamometer fixed on the tool post of a lathe.

The thermal emf signals were recorded in the classical tool-work thermocouple circuit and automatically converted into equivalent temperature values [12]. In the thermocouple experiments, up to 10% variation (sporadically, it was increased to 20% when turning with distinct chatter marks on the machined surface) in the thermoelectric emf measurement was observed in the various sets of test data.

After cutting, the contact parts of the tool rake faces were measured with a PC-based optical image processing system described in [11].

**2.3. Thermophysical properties of the tool and workpiece materials**

For thermal analysis of the process, the thermophysical properties of workpiece and coating materials occurring at higher temperatures, including thermal conductivity (\( \lambda \)) and thermal diffusivity (\( \alpha = \lambda/\rho c_p \)), were determined. For example, variations of \( \lambda \) and \( \alpha \) with temperature are shown in Fig. 2 [13-15].
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*Fig. 2. Dependence of thermal conductivity and diffusivity of AISI 1045 steel on temperature rise. Denotation of symbols: A – own experiment [15], B – [13], C – [14]*
Figure 3 presents values of thermal conductivity (3a) and diffusivity (3b) for P20 sintered carbide (WC), TiAlN monolayer and three individual layers involved in TiC/Al$_2$O$_3$/TiN multilayer coatings. This data were used to calculate an equivalent thermal conductivity $\lambda_{eq}$ and diffusivity $\alpha_{eq}$ for a three layer coating based on the composite layer concept (presented as 3L curve in Fig. 3). In this case, for three-layer coatings, the thicknesses of individual layers were assumed to be equal to 6 $\mu$m (TiC), 3 $\mu$m (Al$_2$O$_3$) and 1 $\mu$m (TiN). In Fig. 3, symbol 3L-N represents data determined in the Netzsch’ research centre – Germany, by means of the Laser Flash and Differential Scanning Calorimeter methods [16].

2.4. Composite layer concept

In the composite layer concept, in which all components are replaced by one homogeneous thick layer, the equivalent thermal properties are introduced. Previously, this concept was applied by Balaji and Mohan [17] for prediction of the tool-chip contact and Yen et al. [18] for computer simulation of an orthogonal cutting using the Finite Element Method (FEM).

The equivalent (effective) thermal conductivity for a multilayer structure depends on the thickness of each component and the number of coating layers. The sketch of this idea is presented in Fig. 4. For three layer coating used, it can be determined using well-known thermodynamic formula [13], as follows:
\[ \frac{\sum x_i}{\lambda_{eq}} = \frac{x_1}{\lambda_1} + \frac{x_2}{\lambda_2} + \frac{x_3}{\lambda_3} \]  

(1)

where \( x_i \) is thickness value of the selected \( i \)-layer \((i = 1, 2, 3)\), \( \lambda_i \) is thermal conductivity of \( i \)-layer, \( \sum x_i \) is total thickness of the stack (composite layer), \( \lambda_{eq} \) is the equivalent thermal conductivity of the composite layer.

Analytical and simulations models (FEM and FDM) require values of the thermal diffusivity to be known for actual contact temperatures. It can be determined as the ratio of the equivalent thermal conductivity to the equivalent volumetric heat capacity \( (C_{eq}) \). The proper formula can be derived by summing volumes of the individual layers \( V_i \) to obtain the total coating. For example, in the case of a three-layer coating it can be written as follows:

\[ V = V_1 + V_2 + V_3 \]

(2a)

By considering adequate thicknesses \( (x_i) \) and densities \( (\rho_i) \) of all coating layers and replacing the density by \( \rho_i = C_i/c_{pi} \) (where \( c_{pi} \) is the specific heat of \( i \)-layer) the final equation can be expressed in the form:

\[ \frac{\sum x_i \rho_i c_{pi}}{C_{eq}} = \frac{x_1 \rho_1 c_{p1}}{C_1} + \frac{x_2 \rho_2 c_{p2}}{C_2} + \ldots + \frac{x_i \rho_i c_{pi}}{C_i} \]

(2b)
where 1 denotes the 1\textsuperscript{st} layer adjacent to the substrate and \( t \) identifies the top layer.

Finally, the equivalent thermal diffusivity can be rewritten as:

\[ \alpha_{eq} = \frac{\lambda_{eq}}{C_{eq}} \quad (3) \]

2.5. Determination of experimental thermophysical properties of cutting tool materials

The temperature-dependent thermal conductivity \( \lambda(T) \) was determined by prior measuring the thermal diffusivity (\( \alpha \)) by means of Laser Flesh Apparatus (LFA), specific heat (\( c_p \)) by means of a Differential Scanning Calorimeter (DSC), and density (\( \rho \)), all as functions of temperature. That is:

\[ \lambda(T) = \alpha(T) \rho(T) c_p(T) \quad (4) \]

The accurate description of this experimental methods can be found in previous author’s papers, as for example in [16].

3. Physic based modeling of interface temperature

In general, the modelling concept proposed is based on the well-known principle of the simultaneous action of two independent heat sources, which suggests that the total heat flux is generated by aggregation the plastic deformation and sliding friction effects. There is a shear zone (primary deformation zone-PDZ) and frictional heat sources (secondary deformation zone-SDZ). What differentiates it from other existing models is that it incorporates actual values of the thermal properties and heat partition coefficients as a function of temperature in one comprehensive model.

In this study, prediction of partition of a heat flux, which flows into a chip, i.e. for body with a moving heat source, was based on the determination of heat partition coefficient (\( R_{ch} \)), which defines the percentage of the heat entering the moving chip. It should be noted that fraction \((1 - R_{ch})\) provides the percentage of dissipated energy going to the tool, i.e. the member that is stationary relative to the heat source. For the modelling purpose, three different heat partition coefficients are used [9], namely those proposed by Shaw (\( R_S \)), Kato and Fujii (\( R_{KF} \)), and Reznikov (\( R_R \)).

For calculation of the temperature rise due to plastic deformation in the PDZ three calculation steps were used. In the first one, the thermal number R is
calculated using the Boothroyd’s formula [19]. The next two steps of computations are based on the theory of similarity elaborated for metal cutting purpose by Silin [20]. The temperature increment due to the action of the frictional heat source (SDZ) can be determined according to Shaw’s [21] or Reznikov [2] formulas.

The computation procedure, presented in Fig. 5, consists of seven subsequent steps for estimating heat partition and interface temperatures. In details, this kinetic based modelling concept was present in previous author’s paper [9].

![Flow chart for predicting the peak and average tool-chip interface temperatures](image)

3.1. Computation results and discussion

The analytical methodology developed in section 3 was used to predict the thermal behaviour of the tool-chip interface including the heat partition and the average and peak temperature rise on the rake face of the tested inserts. The
cutting experiments were conducted using one layer coating – CVD-TiAlN-2 µm and one multilayer coating with an intermediate ceramic layer – CVD-TiC/Al₂O₃/TiN-Σ10 µm deposited on flat-faced inserts with ISO-P20 cemented carbide substrate. In order to compare the experimental results the substrate was also examined as a reference tool material (P20). The cutting experiment was performed in orthogonal configuration and the measuring techniques were essentially similar to those used in previous author’s studies on cutting tool coatings [5, 9, 10]. The work materials used in this study was AISI 1045 carbon steel. During experiments cutting parameters were selected as follows: the cutting speed was varied from 50 to 210 m/min, and constant feed rate \( f = 0.16 \) mm/rev, the depth of cut \( a_p = 2 \) mm were selected. For the 3-layer coating the equivalent thermophysical properties were used.

The results of computations carried out in this investigation are shown in Fig. 6. The presentation scheme used includes comparisons between measured values of the interface temperatures and the average temperatures calculated (according to the flow chart shown in Fig. 5) for different heat partition coefficient.

It can be observed that the analytical solutions are in good agreement with the thermocouple experiments both in the trend and the absolute values. In case of uncoated and single layer coated tool, good agreement with the measurement data was achieved using Shaw’s equation. On the other hand, in case of three-layer coatings with intermediate Al₂O₃ layer, good agreement was obtained using Shaw model and Reznikov partition coefficient. It was documented that these models give good results for tool coated with multilayer coatings with intermediate Al₂O₃ layer [9, 22].

It is possible to predict, with a reasonable accuracy, the average interface temperature based on the equivalent thermal conductivities and diffusivities of the deposited coating materials and the application of the adequate heat partition coefficients. Prediction errors for the average interface temperatures are relatively small in relation to the thermocouple results. They do not exceed 10-15% depending on the type of tool material used. In particular, for the three-layer coatings when cutting speeds ranging from 100-200 m/min, the percentage errors were determined to be not higher than 2%.

4. Finite element modeling of temperature distribution in the cutting zone

Metal cutting is a typical irreversible process, comprising large plastic deformation coupled with temperature rise at high strain rates. From a continuum mechanics point of view, suitable constitutive or governing equations that can describe this phenomenon are needed to predict chip flow, cutting forces, cutting temperature, tool wear, etc. However, the solutions of
displacement or velocity, stress, strain and temperature fields in metal cutting processes have not been easily obtained since large deformations and temperature rise which lead to highly nonlinear and time dependent mechanics of the process.

![Graphs showing temperature vs. cutting speed for different materials and coatings]

Fig. 6. The average interface temperature vs. cutting speed. Workpiece–AISI 1045 carbon steel: 1 – thermocouple measurements, 2 – after Shaw, 3 – after Shaw and using $R_{Kf}$, 4 – after Shaw and using $R_{Kc}$, 5 – after Reznikov
For the past fifty years metal cutting researchers have developed many modelling techniques including analytical techniques, slip-line solutions, empirical approaches and finite element techniques. In recent years, the finite element method has particularly become the main tool for simulating metal cutting processes [23, 24]. In consequence, temperatures in the tool, chip and workpiece, as well as cutting forces, plastic deformation (shear angles and chip thickness), chip formation and possibly its breaking can be determined faster than using costly and time consuming experiments. Typical approaches for numerical modelling of metal cutting processes are Lagrangian and Eulerian techniques, as well as a combination of both called an arbitrary Lagrangian–Eulerian formulation (ALE) [22, 25].

In this paper, a Lagrangian finite element code AdvantEdge was applied to construct a coupled thermo-mechanical finite element model of plane-strain orthogonal metal cutting with continuous chip formation produced by plane-faced uncoated and differently coated carbide tools. The entire cutting process is simulated, i.e. from the initial to the steady-state phase.

4.1. Inputs data to the FEM simulation package

The workpiece material of choice, AISI 1045 carbon steel, is modeled as thermo-elastic–plastic, while the flow stress is considered to be a function of strain, strain-rate and temperature to represent better behaviour in the cutting process. The tool materials was modeled using the predefined in AdvantEdge software conditions, and using the updated thermal properties of WC-6%Co substrate, TiAlN layer and multilayer CVD-TiC/Al2O3/TiN coating system. Both standard and PL-TD material models available in the FEM software AdvantEdge [26] were used. The PL-TD approach uses generally the standard Power Law constitutive model but the user can vary thermal conductivity and heat capacity as functions of temperature.

In addition, three-layer coating was replaced by a multilayer with separately to each layer thermal properties described in [26]. The same goes for a one layer TiAlN. Moreover, the second option was examined by providing the values of thermal properties of the homogeneous 3L layer with equivalent thermal properties (Fig. 3) and for the substrate – TiAlN coating system measured by means of the LF and DSC Netzsch’s apparatus (see Section 2.3).

Another inputs were values of the friction coefficient obtained experimentally for the selected cutting speeds range (50-330 m/min) and feed rate of 0.16 mm/rev. It tends to be close to 0.5 at \( v_c = 330 \) m/min. The average density of the cutting tool material (substrate plus coating) was assumed to be equal to 1379.4 kg/m³.
5. Experimental results of FEM simulation and discussion

5.1. Cutting temperature

Comparison of the predicted and measured values of the average tool-chip temperatures for the selected tool materials vs. cutting speed is shown in Fig. 7. In general, the “standard” simulation provides substantially higher temperatures in comparison with thermocouple-based measurements. Better agreement was achieved for the PL-TD option and in case of multilayer coated tools for higher speeds, i.e. 200-330 m/min. In this case the equivalent thermal properties for 3L coating were used. On the other hand, for the thin TiAlN layer (Fig. 7c) the Netzsch’s data predicted temperatures which underestimate distinctly the measurements (differences are even higher than 50%) in contradistinction to AdvantEdge data (Standard model), where predicted reappraised temperatures in the same order. This discrepancy suggests that microscopic approach to the substrate-coating system does not improve the simulation efficiency. Probably, the most problem in this case is the layer thickness, which is not larger than 2-3 microns.

![Fig. 7. Comparison of the measured cutting temperatures with FEM simulated values. Tool material: a) ISO P20 carbide, b) 3L coating, c) TiAlN coating. Confidence interval P = 95%](image-url)
5.2. Distribution of temperature and stresses along 
the tool-chip interface

The temperature distribution along the tool-chip interface predicted for different simulation conditions and for uncoated and 3L coated tools, is shown in Fig. 8. It is evident from Figs. 8a and 8c that the standard FEM simulation generates temperature distribution curves with distinct peaks, which are localized at a constant distance from the cutting edge. The distance depends on the tool material (0.22 mm for P20 and 0.15 mm for 3L coated P20 carbide). For the PL-TD option a small plateau in the vicinity area of cutting edge is a characteristic feature of these distributions (Fig. 8b,d). It should also be noticed that shorter distance from the cutting edge to the point with temperature stabilization was observed for coated tools.

The reduced von Mises stress distributions along the tool-chip interface for different simulation conditions are shown in Fig. 9. The zone Ia can be referred to the seizure region with intensive adhesive interaction. In addition, the boundary between the first (I) and second (II) zones coincides with the points of
maximum interface temperatures. It can be observed that for PL-TD simulation the reduced stress distribution is comparable to model proposed by Lee [27], especially for 3L coated tool and unlike to standard FEM and Zorev [28] stress model.

5.3. Visualization of thermal behaviour of the cutting zone

Some characteristic temperature maps covering the primary and secondary deformation areas obtained for different thermophysical data are shown in Fig. 10. In case of the PL-TD variant (Fig. 10b) the chip is visibly thicker and the field of higher temperatures is more extended in the chip. On the other hand, the maximum temperature, for the 3L coating, of about 700°C is localized closer to the cutting edge and the tool contact area is cooler (about 550°C). For example, the relevant temperatures recorded for “standard” simulation (Fig. 10a) are equal to 1020°C and 950°C, respectively.

It should be noted that for the PL-TD we obtained better conformity of the chip thickness and contact length apply to the experimental data [22]. This may suggest a better fit of the constitutive tool/coatings material model to simulate the frictional interactions at the tool-chip contact area.

The finite element simulation performed demonstrates the existence and localization of too heat zones. It was observed that simulation option and input thermophysical data of the tool materials are decisive factors in obtaining proper temperature values in both PDZ and SDZ.

For 3L coated tools the best coincidence of experimental and modeled temperatures were obtained for PL-TD option and composite coating which represents “micro” approach to thermal functions of the coating deposited. Temperature distribution patterns have some visible physical analogies to the
reduced von Mises stresses and tool-chip contact behaviour. In particular, it was documented that the FEM simulation options influence the reduced stress distribution along the rake face. In this case too models proposed by Lee (for PL-TD) and Zorev (for standard FEM) were specified.

![Thermal map images](image)

Fig. 10. Thermal maps obtained by FEM standard and PL-TD simulation: a), b) – P20 uncoated tool, c), d) 3L coated tool ($v_c = 103.2$ m/min)

### 6. Finite difference methods used to modelling temperature distribution in the cutting zone

It is well known that the determination of the tool isotherms and temperature distribution on the rake face have been performed by utilizing experimental, analytical and numerical methods. The usual numerical methods such as the finite element (FEM), the finite difference (FDM) and the boundary element (BEM) methods can be applied to solve the heat transfer problem in metal cutting. FEM and FDM are amongst the common techniques used to study the forward thermal problem in machining. The FEM simulation method
The FDM technique was often used for predicting the steady-state tool and chip temperature fields in continuous machining [29-32]. In this case, FDM-based simulation needs some experimental results enabling determination of the average tool-chip interface temperature and heat flux rate resulting from the frictional heat source.

In this paper present FDM simulation results were obtained for two models defined by authors. First, it is a steady-state model which contains only a tool material, and second is non-stationary model which additionally covers the chip material.

6.1. Analytical models of conduction of heat and boundary conditions

Heat flow in an isotropic solid is known in thermodynamics as heat conduction. Its behaviour is obviously described by Fourier’s law expressed in the form:

\[
\dot{q} = -\lambda \nabla T
\]  

where: \( \dot{q} \) is the heat flow rate, \( \nabla T \) (in Km\(^{-1} \)) is the local temperature gradient (Hamilton’s vectoral operator-nabla) and \( \lambda \) is the thermal conductivity.

For the two-dimensional model (the isothermal surface) the temperature \( T \) at the point \( P(x,y,t) \) will be a continuous function of coordinate axes \( x \) and \( y \) at time \( t \). Thus, the general conduction equation (Fourier-Kirchhoff equation) in Cartesian coordinates for a steady-state heat conduction can be expressed as [33]:

\[
\frac{\partial T}{\partial t} = \alpha \nabla^2 T + \frac{\dot{q}_v}{c_p}
\]

where: \( a = \lambda/(c_p\rho) \) is the thermal diffusivity of the substance, \( c_p \) is specific heat capacity and \( \rho \) is the density.

In the case of steady heat flow (steady-state model) for which the derivative \( \frac{\partial T}{\partial t} = 0 \) and the absence of the net heat flow into the element Equation 6 can be simplified to the Laplace’s formula as:
\[
\frac{\partial^2 T(x,y)}{\partial x^2} + \frac{\partial^2 T(x,y)}{\partial y^2} = 0
\]  
(7)

On the other hand, the non-stationary model can be defined using a Fourier equation. For the some conditions as in the first case, this formula can be written as:

\[
\frac{\partial T(x,y,t)}{\partial t} = \alpha \left( \frac{\partial^2 T(x,y,t)}{\partial x^2} + \frac{\partial^2 T(x,y,t)}{\partial y^2} \right)
\]  
(8)

The graphical presentation of boundary conditions used for determination of the both FDM models is illustrated in Fig. 11.

![Fig. 11. Boundary conditions for the temperature field in the cutting zone for steady-state (a) and non-stationary (b) FDM heat transfer models](image)

In the case of first steady model, the input properties enclose heat conduction to surroundings air \(q_0\), heat conduction to the tool \(q_n\), and heat conduction into tool \(q_t\) along the tool-chip contact length \(l_{nc}\). This parameter was calculated using analytically determined partition coefficient of heat generated in SDZ (see section 3). In particular, the non-stationary model uses partially the same boundary conditions. Additionally, the heat conduction \(q_t\) in the SDZ was defined (by analytical method). Based on these data temperature at tool-chip contact zone \(T(q_t)\), the chip thickness \(h_{ch}\), and its speed \(v_{ch}\) were calculated. Using an analytical algorithm and experimental data the mean temperature on the shear plane \(T_{sh}\) was calculated.
The calculation method applied by authors for solving difference equations is a special variant of the FDM called the method of elementary balances (MBE) in which difference equations are defined based on balances of energy for all discrete elements of the model. The calculation methodology, computation algorithm and all formulas can be found in previous author’s papers, as for example in Refs. [34-36].

6.2. Experimental results of simulation for the steady-state FDM heat transfer model

In particular, the simulated temperatures were computed by numerical integration of the temperature distribution at the tool-chip interface as the arithmetic averages. In order to explain the possible sources of discrepancies between the results compared, real variations of the measured temperatures are also marked on the appropriate bars. It can be seen in Fig. 12 that the FDM simulation provides higher mean average temperatures (bars #2) along the tool-chip interface than the multilayer TiC/Al₂O₃/TiN coatings used.

![Fig. 12. Comparison of predicted and measured tool-chip interface temperatures for different cutting speeds: (a) 72m/min, (b) 145m/min; 1 – measurement, 2 – arithmetic average, 3 – numerical integration, 4 – analytical modelling [9]](image)

It is interesting to note that analytical models proposed recently by authors in Ref. [9] allow obtaining the average temperatures (bars #4) for uncoated and three-layer coated tools, comparable to the results of FDM simulation performed. As shown in Fig. 12b, the predictions for these above-mentioned tools fit very well for P20-C45 pair (705 and 670°C) and pretty well for P20-TiC/Al₂O₃/TiN pair (626.5 and 770°C).

Taking into account relatively high scatter of the emf signals for a TiC/Al₂O₃/TiN coating, it is concluded that the proposed model predicts 1-20% lower or higher temperature values compared with experimental results. Moreover, the accuracy depends on the value of the computed average interface temperature selected. On the other hand, the accuracy of temperature prediction depends on the number of iterations, as shown in Fig. 13. If the number
of iterations increases from 7500 to 12500, the average temperature rises from 650 to 780 °C, as shown on the bar inside Fig. 13.

![Fig. 13. Influence of iteration number on the predicted temperature distribution. Coating: TiC/Al₂O₃/TiN, cutting speed = 145m/min](image)

The temperature distributions along the tool-chip interface for uncoated and 3L coated tools and different cutting speeds are depicted in Fig. 14. As can be observed from the temperature distribution curves, the increase of the cutting speed from 72 to 145 m/min causes the maximum temperature rises from 810 to 910°C for uncoated P20 carbide, and from 970 to 1095°C for ceramic based TiC/Al₂O₃/TiN coating. Presumably, the higher contact temperature of 1095°C revealed for three-layer coating depend on the thermal conductivity of tool materials, especially on Al₂O₃ intermediate layer used.

![Fig. 14. Influence of cutting speed on temperature distribution along the tool-chip interface. Cutting tool material: a) P20 carbide, b) TiC/Al₂O₃/TiN coated carbide](image)

The discrepancies between calculated and measured values of tool temperatures can lay in the heat flux reflection from the cutting tool tip surfaces, temperature dependence of the thermal properties of tool material and workpiece...
temperature rise. Surprisingly, it was proven that the heat flux distribution iterated only small changes in the temperature field. In contrast, it is suggested [37] that the shape of heat source influences the location of the maximum interface temperature, but it remains the same value.

For this reason, the authors suggested to carrying out simulations tests with various heat source shapes presented in Fig. 15.

<table>
<thead>
<tr>
<th>Heat source shape</th>
<th>Max. value of q</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Version I</strong> (uniform)</td>
<td>$q_1$</td>
</tr>
<tr>
<td><strong>Version II</strong> (triangle)</td>
<td>$q_2 = 2q_1$</td>
</tr>
<tr>
<td><strong>Version III</strong> (trapez)</td>
<td>$q_3 = 1.43q_1$</td>
</tr>
</tbody>
</table>

Fig. 15. Shapes of heat source used in the FD simulations

The distribution of tool-chip interface temperatures determined for all shapes of heat source, along with the measured average temperature, are integrally presented in Fig. 16.

![Fig. 16. Distribution of temperature at the tool-chip interface for different heat source shapes and cutting speed $v_c = 160$ m/min. Conditions: tool-P20 carbide, workpiece-AISI304 stainless steel](image)

It is evident that the shape of heat source influences both the peak temperature and its location at the interface. Particularly, triangular heat source can develop peak temperature of 170°C, higher than for commonly used plane heat distribution. Authors suggest [36] that the simulation accuracy depends not only on the model formulation, including both initiating and boundary conditions but primarily on the shape of heat source. In particular, acceptable
agreement between computed and measured values of the average interface temperatures was obtained for trapezoidal shape of the heat source, similar to the distribution of contact shear stresses.

6.3. Experimental results of simulation for the non-stationary FDM heat transfer model

Modeling of heat distribution in the cutting zone can be developed using RS models, which allow to create a simulation model for the non-stationary heat transfer. In this case the composed FDM model is based on the Fourier equation (8). The changes of heat flux values are dependent on time. Nieslony proposed [22], to timing the completion of the iterative calculation process using a criterion equation. The criterion of calculation termination of the differentiable heat conduction equation was defined as:

$$\Delta T_{iter} = \frac{T_k(i) - T_k(i-n)}{i-(i-n)} \text{ °C/iteration}$$  \hspace{1cm} (9)

where $T_k$ is mean contact temperature, $i$ is iteration number and $n$ is following number.

Authors assess this quantity on the level of $\Delta T_{iter} \leq 0.002$ °C/iteration.

Figure 17 presents the influence of iteration number on the mean contact temperature for different cutting speeds. It can be seen in Fig. 17 that for the greater number of iteration (time) the average contact temperature achieves almost constant value. The end of iteration, resulting from the criterion $\Delta T_{iter}$, is strictly bounded with cutting speed. For the higher speed, the iteration number is about 10000-15000, where for the lower number is about 17000 iterations more.

![Fig. 17. Influence of iteration number on mean contact temperature for different cutting speeds when machining AISI 1045 steel with P20 carbide tool (a) and 3L coated tool (b)](image-url)
The differences in computed and measured temperature are compared, for the two couple AISI 1045 steel – uncoated and 3L coated tool, in Fig. 18. It can be seen that the FDM simulation provided higher average temperatures in all tested cases, but the measured and computed values are comparable with each other assuming the probability range of variation at $P = 95\%$. This is a better compliance than for the FDM simulation where steady-state heat transfer model (see section 6.2) was used. On the other hand, in this case the total heat flow calculated from experimental data was computed. It was not necessary to calculate the heat partition coefficient and quantify the amount of heat which penetrates to the tool.

The temperature fields simulated by means of the FD method are presented in Fig. 19.

![Fig. 18. Comparison of predicted and measured tool-chip interface temperature for different cutting speeds by machining AISI1045 steel with P20 carbide tool (a) and 3L coated tool (b) (range of variation for $P = 95\%$)](image)

![Fig. 19. Temperature fields for a AISI 1045 steel coupled with P20 carbide tool (a) and 3L coated tool (b). Cutting speed = 100 m/min](image)

The first important observation from the temperature distributions obtained for both uncoated and coated tools and the cutting condition used is that the maximum temperature fields are localized near the end of rake face – chip $l_{nc}$.
contact. It should be noted that the uniform shapes of heat source was used. The tests with another shapes of heat source (not published data) confirm a large influences of these factor. The modification of the heat source shape is a good way to optimization of the process simulations for a range of thermal influences.

7. Conclusions

Modelling of coated tool materials requires the proper determination of thermophysical properties using experimental or analytical methods including composite (equivalent) layer concept.

Analytical model allows to predict the average and maximum values of temperature changes as a function of cutting speed for carbide sintered tools with different tool coatings.

The main condition which enables the optimalization of the calculation algorithm is applying the different heat partition coefficients and providing, the equivalent layer concept for the multilayer coatings

For the FEM modeling, it is important to define the constitutive models of tested workpiece and tool materials.

It was possible, by taking into account the thermo-physical properties of tested materials, to quantify the influence of tool coatings on the performance of cutting process.

It was found that the FDM-based simulation model with non-stationary heat flow allows simple, quick and correct simulation of temperature distribution in the cutting zone.

Moreover, the effect of heat source shapes on temperature distribution in the tool was considered.

Currently, it is not possible to provide one optimal method for analysis of thermal effects in the cutting zone. Methodology proposed by the author’s is based on the different methods of modelling, i.e. analytical, FEM and FDM simulations and their experimental validation.
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